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Abstract
This exercise in metatheory presents what any theory consists of and what properties it should have. It, then, adjust the general recipe to a theory of humor and computational humor. In this light, it reviews the state of the art in computational humor and suggests the main lines of development.

Why bother with a theory?
Isn’t this a silly question, though? A theory is a good thing to have, isn’t it? It renders an area of research some prestige, makes it respectable, established. If there is more than one theory they can be compared and argued about. (That can be done only with the help of a metatheory, by the way.) But other than an ornament, is a theory necessary? Can it help with the actual research? I don’t think there are many scholars in any field who think they need a theory, even though they may routinely use a certain methodology. This scholar does need a theory, cannot make a step without forming or questioning one, and thinks that proceeding without a theory is doomed.

Arguing for the necessity of a theory for computational humor in order to advance artificial intelligence with regard to this important human faculty that forms a part of our communicative competence is the main thrust of this paper. In the next section, we will discuss what a theory is, what it does, and why it is important. In the following section, we will apply this to computational humor and the artificial intelligence of humor (by that time, we will try and figure out whether those two are the same or different). And in the final section, before the conclusion, we will try and figure out what the agenda of computational humor research should be when it grows up. The main thrust of the paper is to allay this author’s fear that we are preventing a focused and expedient progress in the field by proceeding in a blind fashion, without a clear vision, discussed and negotiated by the community, about such important issues as priorities, feasibility, and applications.

Reasons for explicit theorizing
Over a decade ago, this author contributed a chapter to Nirenburg and Raskin (2004: Ch. 2). It was written in desperation: for reasons outlined below as well as some others, a theory needed to be built, and the philosophy of science which, one would think, should have developed a set of recommendation on how to do it right, had been—and has been—completely silent on the subject. So I proceeded with an imaginary DIY kit. Some of the results still hold; others have been revised, updated, and upgraded.

I still believe in the theory-methodology-results triple. Theory determines the format of the results, and it licenses methodologies for obtaining these results. Theory also enables and ensures optimization, scalability, extent of generalization, bias detection, evaluation, standardization, reusability, and last but not least, explanation hypotheses.

The structure of a theory
Every theory includes at least these 5 components

- **Body of the Theory**: set of explanatory and predictive statements about its purview;
- **Purview**: the phenomena that the theory takes on itself to deal with, or what it is the theory of;
- **Premises**: the implicit axiomatic statements that the theory takes for granted—these are not stated clearly by many theories and cause most misunderstanding;
- **Goals**: the final results of the successful formulation of a theory;
- **Methods of falsification**: the clearly stated hypothetical situation which would prove the theory wrong, a counterexample—we follow here
Popper’s (1972) view that a hypothesis that is unfalsifiable in principle is not only not a theory but is actually a faith;

- **Method of justification/evaluation**: a set of statements on how to check the veracity of the body statements and, wherever possible, on how to compare the theory to its competition, if any.

Of all of these components, the body is the most obvious or at least visible one while the premises are very rarely stated, explicated, discussed, or defended—because they are “obvious” to a community of scholars. This neglect leads to narrow, partisan approaches that are rarely scalable or reusable.

**The properties of a theory**

A well-developed, mature, self-aware, and therefore usable computational theory is characterized by all the properties below—it must be and actually is:

- **adequate**, if it provides an accurate account of all the phenomena in its purview;
- **effective**, if it comes with a methodology for its implementation;
- **formal**, if it submits itself to logical rules, whether it does or does not use a specific formalism—confusing formality with formalism is one of the worst and unfortunately common offenses in discussing a formal theory;
- **constructive**, if that implementation can be completed in finite time;
- **decidable**, if there is an algorithm for its implementation in principle;
- **computable**, if this algorithm can actually be demonstrated,
- **explicit**, if it is fully aware of all of its components and provides a full account of each of them.

**The structure of an optimal theory of computational humor**

What is then, in the light of the previous section, an optimal theory of computational humor? Do we have it, and if so, what are its components? Computational humor is humor, so it is natural to check first how the metatheory applies to a theory of humor.

**Components of linguistic theories of humor**

Since it has only been applied (Raskin 2012) to the SSTH-GTVH-OSTH dynasty of linguistic theories of humor (Raskin 1985; Attardo and Raskin 1991; Raskin et al. 2009; see also Raskin 2012), let us look in there. The components that these theory share have been:

- **body**: the main hypothesis that the text of a (potential) joke is compatible, in full or in part, with two opposing scripts;
- **purview**: textual humor, most easily applicable to short canned jokes;
- **premises**: mostly that a text can be recognized as humor-carrying in the process of normal linguistic semantic analysis within a certain approach and understood the way humans do;
- **goals**: mostly to account for how each joke works, which amounts to understanding it the way people do and going beyond that to a full explanation, the way people don’t;
- **falsification**: a joke that is not based on overlapping and opposed scripts—not yet produced, it appears; and
- **justification**: see Ruch et al. (1993) on a successful psychological experiment that bore out most of the GTVH claims.

Let us now extend the above bullets to a theory of computational humor.

**Components of a computational theory of humor**

This is how a computational theory of humor based on the SSTH-GTVH-OSTH theories adjust or reinterprets the components:

- **body**: the main hypothesis that the text of a (potential) joke is compatible, in full or in part, with two opposing scripts;
- **purview**: verbal humor; meaning processing algorithms, humor detection and generation algorithms;
- **premises**: mostly that a text can be recognized as humor-carrying in the process of normal linguistic semantic analysis, within a certain approach, and understood the way humans do, and that this process can be performed by a computational system;
- **goals**: to develop scalable and reusable computational system for a growing number of real-life applications, such as shut-in companions (Wilks 2005) and social computing;
- **falsification**: interestingly, a failure to develop such a computational system will not amount to falsification—real falsification will require proof that, for any such system, a false result will be produced; and
- **justification**: this will require an experiment with human raters of the produced results.
Properties of theories of computational humor

As we stated elsewhere (Raskin et al. 2009), only when the latest phase in the linguistic theories of humor, the Ontological Semantic Theory of Humor, has been reached, the desirable properties of a computational humor have become feasible to achieve. This is how they are modified for theories of computational humor:

- **adequate**, if it provides an accurate account of all the phenomena in its purview in computational implementations;
- **effective**, if it comes with a computational methodology for its implementation;
- **formal**, trivial because any miscalculation in formality will result in systemic failure;
- **constructive**, if that implementation can be computationally completed in finite time—an issue of computational complexity of the system;
- **decidable**, if there is a computational algorithm for its implementation in principle;
- **computable**, if this algorithm can actually be implemented,
- **explicit**, if it is fully aware of all of its components and provides a full account of each of them, which should be trivially achieved in a functional computational system.

Let us now compare this optimal theory of computational humor with the reality on the ground.

Past, present, and future of computational humor

This Symposium needs less introduction to the field, so I will keep it brief. The usefulness and motivations of computational humor have been intensely discussed (Raskin & Attardo 1994, Binsted 1995, Raskin 1996, Ritchie 2001, Mulder & Nijholt 2002, Nijholt 2002, Raskin 2002, Stock & Strapparava 2002, Binsted et al., 2006, Hempelmann 2008), with applications varying from friendlier computer systems and human-computer interfaces (Morkes et al. 1998, Nijholt 2002, Binsted 1995, Binsted at al. 2006) and more effective communication (Lyttle 2001) to education (McKay 2002, O’Mara & Waller 2003, Waller et al. 2005) and “edutainment” (Stock 1996), to advertising, politics and commerce (Raskin 2002, Stock & Strapparava 2006), to information security (Raskin 2002), to detection of unintended humor (Raskin 2002, Stock & Strapparava 2002, Taylor & Mazlack 2005b). It can also be important to detect and exclude humor from reporting as accurate information because humor is, in principle, not committed to the literal truth of the statements (Taylor 2008).


Computational generators of humor that have been tried are mostly template-based, limited to the generation of a narrow joke type, and mostly free from humor theory. The templates contain enough information for their syntactic structure not to have to be computationally verified—it is a given. The generators do not fully generate sentences but rather fill in the blanks with appropriate words in a way that sometimes results in humor. While these generators may provide interesting and entertaining results, they are far from being usable for quality interaction.

Computational detectors do not have the luxury of templates to rely on, although such highly formulaic texts as the Knock Knock jokes (Taylor 2004) have been tried. To compensate for the lack of templates, machine learning classification methods have been used to separate texts into humorous and non-humorous subsets, with a possible analysis of the contrastive features (Mihalcea & Strapparava 2005, 2006, Mihalcea & Pulman 2007). These results, while impressive, have not, however, led to any insights into the nature or structure of verbal jokes. Semantic methods, tightly associated with humor theories, tend to be more illuminating in this respect (Taylor 2008), but still emphasize the distinctions between jokes and non-jokes rather than the constitutive features of the former, including optimality or even elegance.

The small number of the attempts is partly due to the difficulty of accessing a context sensitive, computationally based world model (Taylor 2008). Such difficulties are eliminated when the humor analysis is done with a system capable of capturing the semantics of text (Raskin 2008b; Raskin et al. 2009a,b; Taylor 2010b). The computational humor ventures also have exposed a two-fold dependency between the underlying theories of humor and their computational implementations that feed on, motivate, and justify each other.

The low-hanging fruit in computational humor has been toy systems for generating formulaic humor, based on filling in the gaps in templates. As I argued in Raskin (1996), these do not provide either any innovations in linguistic technologies nor any insight into the nature of humor. One major reason for that is that they are not meaning-based and, therefore, not scalable.

We are not alone in having taken that path first. While it is a dead end, it has the initial appeal of media attention,
which invariably focuses on the wrong points and misstates the achievement, if any, it also recruits some good scholars. The initial method-driven, imitative, regurgitative approach can be seen, in a positive light, as reconnaissance through a low-scale military action: instead of sending a bunch of scouts to penetrate the enemy’s position and to capture a prisoner for interrogation on logistic factors, enemy troops are engaged by an attack in hope that the positions, locations, and resources will be revealed. But wars and even battles can only be won in the problem-driven way, using a variety of methods. The problem-driven approach rides on an adequate theory.

The practical stimulus to the development of any field is resources—read money. And funding is available only for applications. So I believe that the first order of the day is to identify applications, where humor analysis and generation are essential. I have already mentioned the shut-in companion and, generally, social computing applications what else is there? What the field needs is middle-to-large-scale corpora of text, for which it is necessary to separate humor from non-humor. Social network postings, chats, and comments, and even tweets mix humor with serious stuff, and I think it is likely that funding will be more available for excluding humor from processing—for instance, in cybersecurity, where facetious references to future attacks should be ignored, and similarly so, the intercepts of military communications by the enemy personnel. If those have references to a million tanks that will have to be produced on the battleground by next Tuesday, they have to be ignored.

The other major direction is to place computational humor research on a full meaning-based approach. Ontological Semantic Technology is only one possible approach, which happens to be the first historically. At the core of OST (Nirenburg & Raskin 2004, Raskin et al. 2010b, Hempelmann et al. 2010, Taylor et al. 2010a) are repositories of world and linguistic knowledge, acquired semi-automatically within the approach and used to disambiguate the different meanings of words and sentences and to represent them comprehensively. These repositories, also known as the static knowledge resources, consist of the ontology, containing language-independent concepts and relationships between them; one lexicon per supported language (English, Russian, Arabic, etc), containing word senses anchored in the language-independent ontology which is used to represent their meaning; and the onomasticon, which contains names of people, countries, organizations, etc., and their descriptions, also anchoring them in ontological concepts and interlinking them with its other entries. The lexicon and ontology are used by the semantic analyzer, a software that produces text meaning representations (TMRs) from the text that it reads. The format of TMRs conforms to the format and interpretation of the ontology. The processed TMRs are entered into the information repository, a dynamic knowledge resource of OST, from which information is used for further processing and reasoning. Partial components of the system (Taylor et al. 2010a,b,c; Taylor et al. 2011b; Raskin et al. 2010b; Hempelmann et al. 2010) as well as its ability to handle similar texts (Taylor 2010a) have produced successful results. Some progress has been reported on the thorny semantic issues with English compound nominals (Taylor et al. 2010c) and on the OST robust treatment of unattested input (Taylor et al. 2011c; Taylor & Raskin 2011b). Even more recently, OST moved into robotic intelligence (Matson et al. 2011), and cognitive science (Hempelmann et al. 2012), areas to which computational humor is also highly pertinent. And OST has progressed since Raskin et al. (2005, 2009)—see, for instance, Raskin (2011, 2012) and Taylor (2011, 2012).

The OST approach should not exclude the statistical and machine learning approaches to computational humor. There are some direction in OST, where the current knowledge is still insufficient to serve as a basis for deterministic rule-based systems—for instance, complex probabilistic inferencing and fuzzy reasoning. I believe, however, that these methods should apply to the TMRs rather than to raw text or, at the very least, to deep-semantically-tagged corpora.

Needless to say, approaching computational humor while equipped with the full-fledged theory as described in the previous section, does not mean going for the full- and large-scaled projects. These should be sized to fit the applications as long as the scalability is assured.

**Conclusion**

In this brief statement, I outlined a problem-driven theory-based approach to computational humor. After presenting a view of what such a theory is in general and then adjusting it to an ideal theory of computational humor, I outlined where I think the field should be moving. We will see how it plays out in reality.
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